**Term frequency and weighting**

Thus far, scoring has hinged on whether or not a query term is present in a zone within a document. We take the next logical step: a document or zone that mentions a query term more often has more to do with that query and therefore should receive a higher score. To motivate this, we recall the notion of a *free text query* introduced in Section [1.4](https://nlp.stanford.edu/IR-book/html/htmledition/the-extended-boolean-model-versus-ranked-retrieval-1.html#sec:boolean-querying) : a query in which the terms of the query are typed freeform into the search interface, without any connecting search operators (such as Boolean operators). This query style, which is extremely popular on the web, views the query as simply a set of words. A plausible scoring mechanism then is to compute a score that is the sum, over the query terms, of the match scores between each query term and the document.

Towards this end, we assign to each term in a document a *weight* for that term, that depends on the number of occurrences of the term in the document. We would like to compute a score between a query term ![$t$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAgBAMAAAGuLMRIAAAAIVBMVEWzs7OoqKicnJyEhIRgYGBISEg8PDwwMDAkJCQMDAwAAAC1J1UdAAAAAXRSTlMAQObYZgAAAEhJREFUCJljYICDBBiDCyHGyMDOgAaYgTgAiCegCq9atQBVAMhlmgKkHYBYAKjNAd0gAvoZWME6pMBsVzDZDLZ/EQGTsJsOBACHggxlaE1ZuwAAAABJRU5ErkJggg==) and a document ![$d$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAfBAMAAAFWHgF3AAAAKlBMVEWzs7OoqKicnJyQkJCEhIR4eHhgYGBUVFRISEg8PDwwMDAYGBgMDAwAAACHACoJAAAAAXRSTlMAQObYZgAAAFxJREFUCJljYGDgZoAAAQg1Ac6CAi4GBhMGLGABA0NBAQNTiwM2SQhgBqphCGBgqGFg4GBnYODlAWJp3MqxAHMI1Q4mmS4BCcaFLEAnMvA4SIMs9mXzcSbJQGQAANdvCVBGVUpGAAAAAElFTkSuQmCC), based on the weight of ![$t$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAgBAMAAAGuLMRIAAAAIVBMVEWzs7OoqKicnJyEhIRgYGBISEg8PDwwMDAkJCQMDAwAAAC1J1UdAAAAAXRSTlMAQObYZgAAAEhJREFUCJljYICDBBiDCyHGyMDOgAaYgTgAiCegCq9atQBVAMhlmgKkHYBYAKjNAd0gAvoZWME6pMBsVzDZDLZ/EQGTsJsOBACHggxlaE1ZuwAAAABJRU5ErkJggg==) in ![$d$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAfBAMAAAFWHgF3AAAAKlBMVEWzs7OoqKicnJyQkJCEhIR4eHhgYGBUVFRISEg8PDwwMDAYGBgMDAwAAACHACoJAAAAAXRSTlMAQObYZgAAAFxJREFUCJljYGDgZoAAAQg1Ac6CAi4GBhMGLGABA0NBAQNTiwM2SQhgBqphCGBgqGFg4GBnYODlAWJp3MqxAHMI1Q4mmS4BCcaFLEAnMvA4SIMs9mXzcSbJQGQAANdvCVBGVUpGAAAAAElFTkSuQmCC). The simplest approach is to assign the weight to be equal to the number of occurrences of term ![$t$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAgBAMAAAGuLMRIAAAAIVBMVEWzs7OoqKicnJyEhIRgYGBISEg8PDwwMDAkJCQMDAwAAAC1J1UdAAAAAXRSTlMAQObYZgAAAEhJREFUCJljYICDBBiDCyHGyMDOgAaYgTgAiCegCq9atQBVAMhlmgKkHYBYAKjNAd0gAvoZWME6pMBsVzDZDLZ/EQGTsJsOBACHggxlaE1ZuwAAAABJRU5ErkJggg==) in document ![$d$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAfBAMAAAFWHgF3AAAAKlBMVEWzs7OoqKicnJyQkJCEhIR4eHhgYGBUVFRISEg8PDwwMDAYGBgMDAwAAACHACoJAAAAAXRSTlMAQObYZgAAAFxJREFUCJljYGDgZoAAAQg1Ac6CAi4GBhMGLGABA0NBAQNTiwM2SQhgBqphCGBgqGFg4GBnYODlAWJp3MqxAHMI1Q4mmS4BCcaFLEAnMvA4SIMs9mXzcSbJQGQAANdvCVBGVUpGAAAAAElFTkSuQmCC). This weighting scheme is referred to as *term frequency* and is denoted ![$\mbox{tf}_{t,d}$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAB0AAAAfBAMAAAGecuuhAAAAMFBMVEWzs7OoqKicnJyQkJCEhIR4eHhsbGxgYGBUVFRISEg8PDwwMDAkJCQYGBgMDAwAAADqWcueAAAAAXRSTlMAQObYZgAAALJJREFUGJVjYGBg4AJidgYI+ATEF8AsDiDmZ2BoYEAHBUBcPQHE8gARnGBBAQxlYPCBBZkBMutkF4+CwgGwGBfPQ0zT8QNDMMnK8AFMc2/6AaZZQHymBhDNxsAQwMD45YsJ1OEGDBJguomlGmJCAok2YgC/BQg28yQGLgckOZYPDPwlAqh8dHkHBnMQMwPM/wjkM25XYGCOuIRQdYCBYSozwha2ZgaTD1HOSMYwITmBigAAx0cjDOKamiMAAAAASUVORK5CYII=), with the subscripts denoting the term and the document in order.

For a document ![$d$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAfBAMAAAFWHgF3AAAAKlBMVEWzs7OoqKicnJyQkJCEhIR4eHhgYGBUVFRISEg8PDwwMDAYGBgMDAwAAACHACoJAAAAAXRSTlMAQObYZgAAAFxJREFUCJljYGDgZoAAAQg1Ac6CAi4GBhMGLGABA0NBAQNTiwM2SQhgBqphCGBgqGFg4GBnYODlAWJp3MqxAHMI1Q4mmS4BCcaFLEAnMvA4SIMs9mXzcSbJQGQAANdvCVBGVUpGAAAAAElFTkSuQmCC), the set of weights determined by the ![$\mbox{tf}$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAfBAMAAAFS69FKAAAALVBMVEWzs7OoqKicnJyQkJCEhIR4eHhsbGxgYGBUVFRISEg8PDwwMDAkJCQMDAwAAAD8a8QDAAAAAXRSTlMAQObYZgAAAFpJREFUCJljYGBgY4CAZxCKlYGPAQkUMGg/YGB4wIAJHvDBiJ4+LNJogMWAgcHBgYGB89gJBggLQjxeQVgvVsDxGEi0MjBeAHGeMLA+MQDTLA8YkOhnUJoiAACDQxS/HIxLJwAAAABJRU5ErkJggg==) weights above (or indeed any weighting function that maps the number of occurrences of ![$t$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAgBAMAAAGuLMRIAAAAIVBMVEWzs7OoqKicnJyEhIRgYGBISEg8PDwwMDAkJCQMDAwAAAC1J1UdAAAAAXRSTlMAQObYZgAAAEhJREFUCJljYICDBBiDCyHGyMDOgAaYgTgAiCegCq9atQBVAMhlmgKkHYBYAKjNAd0gAvoZWME6pMBsVzDZDLZ/EQGTsJsOBACHggxlaE1ZuwAAAABJRU5ErkJggg==) in ![$d$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAfBAMAAAFWHgF3AAAAKlBMVEWzs7OoqKicnJyQkJCEhIR4eHhgYGBUVFRISEg8PDwwMDAYGBgMDAwAAACHACoJAAAAAXRSTlMAQObYZgAAAFxJREFUCJljYGDgZoAAAQg1Ac6CAi4GBhMGLGABA0NBAQNTiwM2SQhgBqphCGBgqGFg4GBnYODlAWJp3MqxAHMI1Q4mmS4BCcaFLEAnMvA4SIMs9mXzcSbJQGQAANdvCVBGVUpGAAAAAElFTkSuQmCC) to a positive real value) may be viewed as a quantitative digest of that document. In this view of a document, known in the literature as the *bag of words model* , the exact ordering of the terms in a document is ignored but the number of occurrences of each term is material (in contrast to Boolean retrieval). We only retain information on the number of occurrences of each term. Thus, the document ``Mary is quicker than John'' is, in this view, identical to the document ``John is quicker than Mary''. Nevertheless, it seems intuitive that two documents with similar bag of words representations are similar in content. We will develop this intuition further in Section [6.3](https://nlp.stanford.edu/IR-book/html/htmledition/the-vector-space-model-for-scoring-1.html#sec:docvectors) .

Before doing so we first study the question: are all words in a document equally important? Clearly not; in Section [2.2.2](https://nlp.stanford.edu/IR-book/html/htmledition/dropping-common-terms-stop-words-1.html#sec:stopwords) (page [![[*]](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAANCAAAAAEgh4s2AAAAAnRSTlMAvy1NYyUAAABMSURBVHicbc3LCcBADAPR58X9po2U43LcgdvIIeQH0UUMQlKMpWNkV0yrVMSQzUIWMQ21nLo8BqR+pb8W27twak/6grpHvxd/lNRDB6GvEuulGuTiAAAAAElFTkSuQmCC)](https://nlp.stanford.edu/IR-book/html/htmledition/dropping-common-terms-stop-words-1.html#p:stopwords)) we looked at the idea of *stop words* - words that we decide not to index at all, and therefore do not contribute in any way to retrieval and scoring

## Inverse document frequency

Raw term frequency as above suffers from a critical problem: all terms are considered equally important when it comes to assessing relevancy on a query. In fact certain terms have little or no discriminating power in determining relevance. For instance, a collection of documents on the auto industry is likely to have the term auto in almost every document. To this end, we introduce a mechanism for attenuating the effect of terms that occur too often in the collection to be meaningful for relevance determination. An immediate idea is to scale down the term weights of terms with high collection frequency, defined to be the total number of occurrences of a term in the collection. The idea would be to reduce the ![$\mbox{tf}$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAfBAMAAAFS69FKAAAALVBMVEWzs7OoqKicnJyQkJCEhIR4eHhsbGxgYGBUVFRISEg8PDwwMDAkJCQMDAwAAAD8a8QDAAAAAXRSTlMAQObYZgAAAFpJREFUCJljYGBgY4CAZxCKlYGPAQkUMGg/YGB4wIAJHvDBiJ4+LNJogMWAgcHBgYGB89gJBggLQjxeQVgvVsDxGEi0MjBeAHGeMLA+MQDTLA8YkOhnUJoiAACDQxS/HIxLJwAAAABJRU5ErkJggg==) weight of a term by a factor that grows with its collection frequency.

Instead, it is more commonplace to use for this purpose the *document frequency* ![$\mbox{df}_t$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABgAAAAfBAMAAAF4WyDlAAAAMFBMVEWzs7OoqKicnJyQkJCEhIR4eHhsbGxgYGBUVFRISEg8PDwwMDAkJCQYGBgMDAwAAADqWcueAAAAAXRSTlMAQObYZgAAAJdJREFUGJVjYGBg4ElggINlQKwAZk0IYGBLYGFAAexAzA9UwB8AZFxgwAocgAoYmEEU0Jz1Hv0c2JXhAGwfWAxA9AcHkCkqH06AbfzgwAGheBgYGL9/WsEKUcxIktE4gDkDA8dnGMefgfEBzCU78xlYv4Adw8BrAJRh+QBVIwDh8II43E9YzgM5jJUOSEYuQjb/GTUciQwAntEcdK7TWGcAAAAASUVORK5CYII=), defined to be the number of documents in the collection that contain a term ![$t$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAgBAMAAAGuLMRIAAAAIVBMVEWzs7OoqKicnJyEhIRgYGBISEg8PDwwMDAkJCQMDAwAAAC1J1UdAAAAAXRSTlMAQObYZgAAAEhJREFUCJljYICDBBiDCyHGyMDOgAaYgTgAiCegCq9atQBVAMhlmgKkHYBYAKjNAd0gAvoZWME6pMBsVzDZDLZ/EQGTsJsOBACHggxlaE1ZuwAAAABJRU5ErkJggg==). This is because in trying to discriminate between documents for the purpose of scoring it is better to use a document-level statistic (such as the number of documents containing a term) than to use a collection-wide statistic for the term.

|  |
| --- |
| \begin{figure}\begin{tabular}{\vert l\vert l\vert l\vert} \hline % after \\ : ... ...10422 & 8760\\ insurance & 10440 & 3997 \\ \hline \end{tabular} \end{figure} |
| **Figure 6.7:** Collection frequency (cf) and document frequency (df) behave differently, as in this example from the Reuters collection. |

The reason to prefer df to cf is illustrated in Figure [6.7](https://nlp.stanford.edu/IR-book/html/htmledition/inverse-document-frequency-1.html#fig:cfdf) , where a simple example shows that collection frequency (cf) and document frequency (df) can behave rather differently. In particular, the cf values for both try and insurance are roughly equal, but their df values differ significantly. Intuitively, we want the few documents that contain insurance to get a higher boost for a query on insurance than the many documents containing try get from a query on try.

How is the document frequency df of a term used to scale its weight? Denoting as usual the total number of documents in a collection by ![$N$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABEAAAAgBAMAAAFxYr5XAAAAMFBMVEWzs7OoqKicnJyQkJCEhIR4eHhsbGxgYGBUVFRISEg8PDwwMDAkJCQYGBgMDAwAAADqWcueAAAAAXRSTlMAQObYZgAAAIBJREFUGJVjYGBg4GeAAxYwycHBwMDJxYAMeCDcCwxYAKcAiHRQbWBgYPrE0IBNyX8g+IAs8IDhCgNDH8MGBoYlBkAdDQ8cGBgUgNZyNHBh04/VQBxSbN8YGLjBTuLmbWDgBotJMqxmSAOzShg4Li4Asw4wMPgtIMoy0sB/KPgAAMAoIn6+45R9AAAAAElFTkSuQmCC), we define the *inverse document frequency* of a term ![$t$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAgBAMAAAGuLMRIAAAAIVBMVEWzs7OoqKicnJyEhIRgYGBISEg8PDwwMDAkJCQMDAwAAAC1J1UdAAAAAXRSTlMAQObYZgAAAEhJREFUCJljYICDBBiDCyHGyMDOgAaYgTgAiCegCq9atQBVAMhlmgKkHYBYAKjNAd0gAvoZWME6pMBsVzDZDLZ/EQGTsJsOBACHggxlaE1ZuwAAAABJRU5ErkJggg==) as follows:

|  |  |
| --- | --- |
| \begin{displaymath} \mbox{idf}_t = \log {N\over \mbox{df}_t}. \end{displaymath} | (21) |

Thus the idf of a rare term is high, whereas the idf of a frequent term is likely to be low. Figure [6.8](https://nlp.stanford.edu/IR-book/html/htmledition/inverse-document-frequency-1.html#fig:figureidf) gives an example of idf's in the Reuters collection of 806,791 documents; in this example logarithms are to the base 10. In fact, as we will see in Exercise [6.2.2](https://nlp.stanford.edu/IR-book/html/htmledition/tf-idf-weighting-1.html#ex:logbase) , the precise base of the logarithm is not material to ranking. We will give on page [11.3.3](https://nlp.stanford.edu/IR-book/html/htmledition/probability-estimates-in-practice-1.html#p:justificationofidf) a justification of the particular form in Equation [21](https://nlp.stanford.edu/IR-book/html/htmledition/inverse-document-frequency-1.html#eqn:idf).
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\end{figure}](data:image/png;base64,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)

## Tf-idf weighting

We now combine the definitions of term frequency and inverse document frequency, to produce a composite weight for each term in each document. The *tf-idf* weighting scheme assigns to term ![$t$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAgBAMAAAGuLMRIAAAAIVBMVEWzs7OoqKicnJyEhIRgYGBISEg8PDwwMDAkJCQMDAwAAAC1J1UdAAAAAXRSTlMAQObYZgAAAEhJREFUCJljYICDBBiDCyHGyMDOgAaYgTgAiCegCq9atQBVAMhlmgKkHYBYAKjNAd0gAvoZWME6pMBsVzDZDLZ/EQGTsJsOBACHggxlaE1ZuwAAAABJRU5ErkJggg==) a weight in document ![$d$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAfBAMAAAFWHgF3AAAAKlBMVEWzs7OoqKicnJyQkJCEhIR4eHhgYGBUVFRISEg8PDwwMDAYGBgMDAwAAACHACoJAAAAAXRSTlMAQObYZgAAAFxJREFUCJljYGDgZoAAAQg1Ac6CAi4GBhMGLGABA0NBAQNTiwM2SQhgBqphCGBgqGFg4GBnYODlAWJp3MqxAHMI1Q4mmS4BCcaFLEAnMvA4SIMs9mXzcSbJQGQAANdvCVBGVUpGAAAAAElFTkSuQmCC) given by

|  |  |
| --- | --- |
| \begin{displaymath} \mbox{tf-idf}_{t,d} = \mbox{tf}_{t,d} \times \mbox{idf}_t. \end{displaymath} | (22) |

In other words, ![$\mbox{tf-idf}_{t,d}$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADYAAAAfCAMAAAHsP/6HAAAAM1BMVEWzs7OoqKicnJyQkJCIiIiEhIR4eHhsbGxgYGBUVFRISEg8PDwwMDAkJCQYGBgMDAwAAAADRfyJAAAAAXRSTlMAQObYZgAAASVJREFUOI3tVMmShCAMDTABwqL5/6+dBEXR1q625tKHeVUuAV42kgB0BHDbPxg4g0NFellt8FCF3c/po690ffgdYlOwuGELA4JtqrreRXEdKdPoKT43OYBXI6vAL3uIy/K+1xJClVRGRsORfzhYicPBdbJEB81jpr8GqE6p03Jxcbw8HPKKxySnGqpSCCHLvaSEJ56ReFXxzvNu1Ik2aOmMJqQActOZITOSfJJQKF57rcVg5rs9gjjdxfuNd/BnEJ/Dci1xbrrOEXk45I96H6OWdL5rKNYNz3g0FkoKrf0j2nsabo1lVJ5cX+O31vQIMXNuMrI50MzebaVPBA4Ha+1gmYVbNxqlJQIMUmafYzUh1Z4ejBxbrAHrZXj48rT4yutA/seGX2i4CGc4ObgtAAAAAElFTkSuQmCC) assigns to term ![$t$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAgBAMAAAGuLMRIAAAAIVBMVEWzs7OoqKicnJyEhIRgYGBISEg8PDwwMDAkJCQMDAwAAAC1J1UdAAAAAXRSTlMAQObYZgAAAEhJREFUCJljYICDBBiDCyHGyMDOgAaYgTgAiCegCq9atQBVAMhlmgKkHYBYAKjNAd0gAvoZWME6pMBsVzDZDLZ/EQGTsJsOBACHggxlaE1ZuwAAAABJRU5ErkJggg==) a weight in document ![$d$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAfBAMAAAFWHgF3AAAAKlBMVEWzs7OoqKicnJyQkJCEhIR4eHhgYGBUVFRISEg8PDwwMDAYGBgMDAwAAACHACoJAAAAAXRSTlMAQObYZgAAAFxJREFUCJljYGDgZoAAAQg1Ac6CAi4GBhMGLGABA0NBAQNTiwM2SQhgBqphCGBgqGFg4GBnYODlAWJp3MqxAHMI1Q4mmS4BCcaFLEAnMvA4SIMs9mXzcSbJQGQAANdvCVBGVUpGAAAAAElFTkSuQmCC) that is

1. highest when ![$t$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAgBAMAAAGuLMRIAAAAIVBMVEWzs7OoqKicnJyEhIRgYGBISEg8PDwwMDAkJCQMDAwAAAC1J1UdAAAAAXRSTlMAQObYZgAAAEhJREFUCJljYICDBBiDCyHGyMDOgAaYgTgAiCegCq9atQBVAMhlmgKkHYBYAKjNAd0gAvoZWME6pMBsVzDZDLZ/EQGTsJsOBACHggxlaE1ZuwAAAABJRU5ErkJggg==) occurs many times within a small number of documents (thus lending high discriminating power to those documents);
2. lower when the term occurs fewer times in a document, or occurs in many documents (thus offering a less pronounced relevance signal);
3. lowest when the term occurs in virtually all documents.

At this point, we may view each document as a *vector* with one component corresponding to each term in the dictionary, together with a weight for each component that is given by ([22](https://nlp.stanford.edu/IR-book/html/htmledition/tf-idf-weighting-1.html#eqn:tfidf)). For dictionary terms that do not occur in a document, this weight is zero. This vector form will prove to be crucial to scoring and ranking; we will develop these ideas in Section [6.3](https://nlp.stanford.edu/IR-book/html/htmledition/the-vector-space-model-for-scoring-1.html#sec:docvectors) . As a first step, we introduce the *overlap score measure*: the score of a document ![$d$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAfBAMAAAFWHgF3AAAAKlBMVEWzs7OoqKicnJyQkJCEhIR4eHhgYGBUVFRISEg8PDwwMDAYGBgMDAwAAACHACoJAAAAAXRSTlMAQObYZgAAAFxJREFUCJljYGDgZoAAAQg1Ac6CAi4GBhMGLGABA0NBAQNTiwM2SQhgBqphCGBgqGFg4GBnYODlAWJp3MqxAHMI1Q4mmS4BCcaFLEAnMvA4SIMs9mXzcSbJQGQAANdvCVBGVUpGAAAAAElFTkSuQmCC) is the sum, over all query terms, of the number of times each of the query terms occurs in ![$d$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAfBAMAAAFWHgF3AAAAKlBMVEWzs7OoqKicnJyQkJCEhIR4eHhgYGBUVFRISEg8PDwwMDAYGBgMDAwAAACHACoJAAAAAXRSTlMAQObYZgAAAFxJREFUCJljYGDgZoAAAQg1Ac6CAi4GBhMGLGABA0NBAQNTiwM2SQhgBqphCGBgqGFg4GBnYODlAWJp3MqxAHMI1Q4mmS4BCcaFLEAnMvA4SIMs9mXzcSbJQGQAANdvCVBGVUpGAAAAAElFTkSuQmCC). We can refine this idea so that we add up not the number of occurrences of each query term ![$t$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAgBAMAAAGuLMRIAAAAIVBMVEWzs7OoqKicnJyEhIRgYGBISEg8PDwwMDAkJCQMDAwAAAC1J1UdAAAAAXRSTlMAQObYZgAAAEhJREFUCJljYICDBBiDCyHGyMDOgAaYgTgAiCegCq9atQBVAMhlmgKkHYBYAKjNAd0gAvoZWME6pMBsVzDZDLZ/EQGTsJsOBACHggxlaE1ZuwAAAABJRU5ErkJggg==) in ![$d$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAfBAMAAAFWHgF3AAAAKlBMVEWzs7OoqKicnJyQkJCEhIR4eHhgYGBUVFRISEg8PDwwMDAYGBgMDAwAAACHACoJAAAAAXRSTlMAQObYZgAAAFxJREFUCJljYGDgZoAAAQg1Ac6CAi4GBhMGLGABA0NBAQNTiwM2SQhgBqphCGBgqGFg4GBnYODlAWJp3MqxAHMI1Q4mmS4BCcaFLEAnMvA4SIMs9mXzcSbJQGQAANdvCVBGVUpGAAAAAElFTkSuQmCC), but instead the tf-idf weight of each term in ![$d$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAfBAMAAAFWHgF3AAAAKlBMVEWzs7OoqKicnJyQkJCEhIR4eHhgYGBUVFRISEg8PDwwMDAYGBgMDAwAAACHACoJAAAAAXRSTlMAQObYZgAAAFxJREFUCJljYGDgZoAAAQg1Ac6CAi4GBhMGLGABA0NBAQNTiwM2SQhgBqphCGBgqGFg4GBnYODlAWJp3MqxAHMI1Q4mmS4BCcaFLEAnMvA4SIMs9mXzcSbJQGQAANdvCVBGVUpGAAAAAElFTkSuQmCC).

|  |  |
| --- | --- |
| \begin{displaymath} \mbox{Score}(q,d)=\sum_{t\in q} \mbox{tf-idf}_{t,d}. \end{displaymath} | (23) |

In Section [6.3](https://nlp.stanford.edu/IR-book/html/htmledition/the-vector-space-model-for-scoring-1.html#sec:docvectors) we will develop a more rigorous form of Equation [23](https://nlp.stanford.edu/IR-book/html/htmledition/tf-idf-weighting-1.html#eqn:docscore).

**Exercises.**

* Why is the idf of a term always finite?
* What is the idf of a term that occurs in every document? Compare this with the use of stop word lists.
* Consider the table of term frequencies for 3 documents denoted Doc1, Doc2, Doc3 in Figure [6.9](https://nlp.stanford.edu/IR-book/html/htmledition/tf-idf-weighting-1.html#fig:tfgraph) .

|  |
| --- |
| \begin{figure}\begin{tabular}{\vert\vert l\vert r\vert r\vert r\vert\vert} \hlin... ...rance & 0 & 33 & 29 \\ best & 14 & 0 & 17 \\ \hline \end{tabular} \end{figure} |
| **Figure 6.9:** Table of tf values for Exercise [6.2.2](https://nlp.stanford.edu/IR-book/html/htmledition/tf-idf-weighting-1.html#ex:tfidf). |

* Compute the tf-idf weights for the terms car, auto, insurance, best, for each document, using the idf values from Figure [6.8](https://nlp.stanford.edu/IR-book/html/htmledition/inverse-document-frequency-1.html#fig:figureidf) .
* Can the tf-idf weight of a term in a document exceed 1?
* How does the base of the logarithm in ([21](https://nlp.stanford.edu/IR-book/html/htmledition/inverse-document-frequency-1.html#eqn:idf)) affect the score calculation in ([23](https://nlp.stanford.edu/IR-book/html/htmledition/tf-idf-weighting-1.html#eqn:docscore))? How does the base of the logarithm affect the relative scores of two documents on a given query?
* If the logarithm in ([21](https://nlp.stanford.edu/IR-book/html/htmledition/inverse-document-frequency-1.html#eqn:idf)) is computed base 2, suggest a simple approximation to the idf of a term.